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Hi, I’m Max
● PhD student working with Frank Tip on 

compilers
● Before that, worked at Facebook for 5 years on 

compilers for Python
● Bikes
● Rock climbing
● Baking
● etc



Caveat
I don’t know anything about ML. If you see something you find misleading or 
incorrect, please say something!

Also in general, ask questions as you have them.



What is machine learning?
● Continuously adjusting a function (model) to get the results you want
● Generally, getting the computer to adjust the function for you

https://ceralytics.com/3-types-of-machine-learning/https://www.researchgate.net/figure/The-main-types-of-mac
hine-learning-Main-approaches-include-classification-and_fi
g1_354960266



What is a compiler?
● A function that takes in a program and outputs a program
● Can be the same or different representation



What is a compiler?
● A function that takes in a program and outputs a program
● Can be the same or different representation

Text!
Bytecode!

Assembly!



A new (to me) frontier for compilers: ML
● It’s all two of my friends talk about
● I should be able to communicate with them
● Might as well build something
● Let’s build a compiler for micrograd



micrograd: a scalar-valued neural network library
● By Andrej Karpathy
● Here is a training 

loop to learn XOR 
function on [0,1]

● Iteratively improve 
model

● Just 200LOC

Forward

Backward

Update

https://web.fs.uni-lj.si/lasin/wp-content/include-me/neural/nn04_mlp_xor/



micrograd: a scalar-valued neural network library
● Test results: looking good
● Nearly instant: 0.2 seconds
● Small network: only 53 nodes

0 XOR 0

0 XOR 1

1 XOR 0

1 XOR 1



micrograd does math



micrograd builds a DAG of Values

Back pointers for 
backpropagation

Input

Output



We need the back pointers for backpropagation

back pointers in 
_prev

A closure to adjust 
gradients using the 

chain rule



And we iterate over (reversed) topological sort



Does it scale?
● Let’s learn something 

else. How about MNIST 
handwriting dataset?

● Input size is 784 (28x28) 
instead of 2

● And each input is [0,255] 
instead of [0,1]

By Suvanjanprasai - Own work, CC BY-SA 4.0, 
https://commons.wikimedia.org/w/index.php?curid=132282871



It does not scale
● Forward+backward pass for one image is 1 second
● Train on the entire 60k image library 300 times?

Hmmm.

RIP Grumpy Cat



What’s going on? Two views of neural networks

Andre Ye
https://towardsdatascience.com/if-rectified-linear-units-are-linear-how-do-they-add-nonlinearity-40247d3e4792

InputsWeights
Biases

Layer output

Inputs
Weights 
& biases

Layer 
output



micrograd does this manually

Every number and operation is its

own node
AHHHHHHHHHHHHHHHHHHHH

Andre Ye
https://towardsdatascience.com/if-rectified-linear-units-are-linear-how-do-they-add-nonlinearity-40247d3e4792



That’s a big DAG



What that graph size means for us
● MNIST network is

MLP(784, [50, 10])

● Which is 120k nodes
● ...allocated every time
● ...traversed every time
● ...even though the graph 

never changes
● ...in Python

By Suvanjanprasai - Own work, CC BY-SA 4.0, 
https://commons.wikimedia.org/w/index.php?curid=132282871



Rukshan Pramoditha
https://towardsdatascience.com/creating-a-multilayer-perceptron-mlp-classifier-model-to-identify-handwritten-digits-9bac1b1
6fe10



What is slow?
● Profile with Scalene
● Scalene says Value is a 

hotspot
● That’s a lot of allocation

● Also, topological sort

Allocate

Allocate

Allocate

Allocate



Backward 

too!



What do we know doesn’t change?
● Graph structure/topology
● Traversal order

Solution: Linearize the forward and backward traversals ahead of time



This is for 
one 

image 
input



We can still do better
● There is a lot of Python overhead
● We could try using a JIT or AOT Python compiler...

○ (Have you read my blog post? Compiling dynamic languages is hard)
● ...or, we could write our own compiler



A small compiler

Not exactly normal 
tree-walking



Compile the models to C



A side-by-side look

1-7 same!



A side-by-side look

Looping 
happens in the 

compiler

Data just used 
for graph 

scaffolding



Example output

...

...



Example output

...

...
ew.



Does it work?
● Looks like we are training alright

○ Accuracy is checked on a different 
(“test”) dataset

● Should probably write unit tests

95%

Just over 1 minute!



For each image...



Gotta go fast

��



Conclusion

micrograd: 200LOC

micrograd+compiler: 280LOC

speedup: absolutely hog wild

Didn’t even need to change the neural network 
code! Very extensible!!



Call me, beep me!
Web: bernsteinbear.com

This slide deck

https://bernsteinbear.com

